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Abstract: The prediction of maize prices in Colombia has become a challenge due to the high volatility
that characterizes agricultural markets and the complex interaction among various endogenous and
exogenous factors. This article aims to provide a comprehensive theoretical foundation that identifies
the conceptual pillars for developing a hybrid prediction model based on advanced time series
decomposition techniques, machine learning algorithms, and optimization metaheuristics. First,
agricultural processes and the key stages of the maize value chain are examined, highlighting the
influence of post-harvest activities, logistics, and marketing systems on price formation. Subsequently,
contemporary decomposition methodsEMD, SSA, VMD, and EWTare reviewed as tools capable of
extracting structure, reducing noise, and capturing hidden patterns in nonlinear and non-stationary
signals. Third, the contributions of supervised machine learning are synthesized, with emphasis on
models such as XGBoost, LightGBM, and neural networks (FCN and RNN), widely used in complex
predictive scenarios. Finally, optimization metaheuristics, particularly Particle Swarm Optimization
(PSO) and Cuckoo Search (CS), are examined, highlighting their ability to fine-tune parameters and
enhance the predictive performance of hybrid models. The articulation of these conceptual pillars
provides a robust framework that supports the design of more accurate predictive architectures
adapted to the dynamics of the Colombian agricultural market.

Keywords: Theoretical perspectives; Machine Learning; Decomposition methods; Metaheuristic
optimization techniques

Resumen: La prediccién del precio del maiz en Colombia se ha convertido en un desafio debido a
la alta volatilidad que caracteriza los mercados agricolas y a la compleja interaccién entre distintos
factores enddgenos y exégenos. Este articulo tiene como objetivo realizar una fundamentacién
tedrica integral que identificando los ejes conceptuales para el desarrollo de un modelo hibrido
de prediccién basado en técnicas avanzadas de descomposicion de series temporales y algoritmos
de aprendizaje automéatico y metaheuristicas de optimizaciéon. En primer lugar, se analizan los
procesos agricolas y los eslabones de la cadena productiva del maiz, resaltando la influencia de
las actividades de postcosecha, la logistica y los sistemas de comercializacién sobre la formacién
del precio. Posteriormente, se revisan los métodos contemporaneos de descomposicién EMD, SSA,
VMD y EWT entendidos como herramientas capaces de extraer estructura, reducir ruido y capturar
patrones ocultos en sefiales no lineales y no estacionarias. En tercer lugar, se sintetizan los aportes
del aprendizaje automaético supervisado, con énfasis en modelos como XGBoost, LightGBM y redes
neuronales (FCN y RNN), ampliamente utilizados en escenarios de prediccién compleja. Finalmente,
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se examinan las metaheuristicas de optimizacion, particularmente Particle Swarm Optimization (PSO)
y Cuckoo Search (CS), destacando su capacidad para ajustar pardmetros y mejorar el rendimiento
predictivo de modelos hibridos. La articulacién de estos ejes conceptuales configura un marco
robusto que respalda el disefio de arquitecturas predictivas més precisas y adaptadas a la dindmica
del mercado agricola colombiano.

Palabras clave: Perspectivas tedricas; Machine Learning; Métodos de descomposicién; Metaheuristi-
cas de optimizacién

1. Introdution

Agricultural production processes consist of a series of activities aimed at modifying a
natural ecosystem for the production of food and inputs. These processes are developed in
three phases: land preparation, harvesting, and post-harvest [24]. From the perspective of
the agricultural or agri-food system (or value chain), harvesting can be considered a link
or transitional element, or even a peak that separates two slopes: the pre-harvest phase,
corresponding to the production activity itself, and the post-harvest phase, which extends
from harvesting operations to consumption.

The post-harvest system comprises a number of sequential activities and functions
that can be classified into two categories: technical activities and economic activities [23].
Technical activities include harvesting, field drying, threshing, cleaning, drying, storage,
and primary processing; while economic activities include transportation, quality control,
packaging, secondary processing, and marketing, as illustrated in Figure 1.

[ Thresholding ] [ Storage ]
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Figure 1. Post-harvest activities.
Note: Source [23]

In this way, agricultural production processes constitute the foundation upon which
efficiency, sustainability, and quality of goods obtained in the rural sector are ensured.
However, value generation in agriculture is not limited solely to the stages of planting,
cultivation, and harvesting, but also extends to the way in which these products reach
the final consumer [57]. At this point, marketing activities become fundamental, as they
determine distribution dynamics, market competitiveness, and producers” access to fair
and sustainable trading conditions.

1.1. Agricultural Marketing System

Marketing constitutes the final and decisive phase of the post-harvest system and
is closely linked to transportation, since production is of little use if goods do not reach
consumers at the right place and time. Its essential purpose is to move products from farms
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or harvesting sites to points of demand, ensuring that they meet attributes such as variety,
degree of maturity, size, packaging, origin, and food safety, in accordance with current
sanitary regulations [54].

For a marketing system to be transparent and profitable, it must reduce information
asymmetries among stakeholders through clear regulations on weights, measures, labeling,
and sanitary conditions, as well as through timely access to data on supply, demand, im-
ports, consumer preferences, and logistics. In this regard, Information and Communication
Technologies (ICT) and artificial intelligence become key tools, as they enable the analysis
and anticipation of the behavior of these variables, providing more accurate and timely
forecasts of agricultural market dynamics particularly product prices. For this reason,
marketing processes acquire great importance within a productive chain [17].

1.2. Agricultural Productive Chain

According to [52], a productive chain is a linkage of multiple stages through the pro-
duction of differentiated goods and services among firms; these stages include everything
from inputs and elements of the production process to the final consumer or another form
of the productive process. Additionally, as stated in [35], to understand the concept of
productive chains it is necessary to consider the actors involved in the economic system
who, in the long term, contribute to generating competitive advantages within the business
environment.

According to [12], the productive chain emerges as a concept linked to the school of
strategic planning, which allows competitiveness to be analyzed based on the internal char-
acteristics of organizations and external factors related to their environment. In this sense,
interactions with external agents such as suppliers, countries, customers, or distributors
foster the creation of incentives and synergies that strengthen competitive advantage.

The term links, in turn, was initially introduced by [31] in their studies and works,
constituting a key analytical category for understanding the dynamics of interdependence
among the different stages of production.

1.3. Maize Productive Chain in Colombia

The maize productive chain in Colombia is configured as a strategic system of co-
ordination among public and private actors, aimed at improving the competitiveness,
productivity, and sustainability of this cereal in the country. According to [15], these chain
organizations are established as advisory bodies to the National Government, responsible
for negotiating policies, coordinating actions, and promoting sectoral development strate-
gies. Colombia annually consumes 8.4 million tons of maize, of which 88% corresponds
to yellow maize and 12% to white maize, while domestic production barely reaches 1.9
million tons cultivated on 462 thousand hectares. This situation forces the country to import
approximately 83% of yellow maize and 36% of white maize. In addition, the country is a
price taker in international markets, using the Chicago Board of Trade as a reference, which
exposes the domestic market to global volatility.

At the regional level, maize cultivation is concentrated in departments such as Valle
del Cauca, Meta, Tolima, and Cérdoba, which constitute highly technified productive hubs.
In these regions, yields exceed the national average, with Valle del Cauca standing out
at 6.8 tons/ha and Meta at 7.2 tons/ha for white maize. In other regions, such as the
department of Atlantico, there are dispersed plantings and hubs with complementary
potential; however, insufficient supporting goods and services hinder the consolidation of
industrial and commercial linkages, limiting the full utilization of their agricultural capacity
[14]. Regarding the links of the chain, it is structured into five levels referenced in Figure 3:
primary production; provision of inputs and services; industrial processing; wholesale and
retail marketing; and finally, final consumption. These links are articulated through the
National Council of Colombian Maize, the highest decision-making body, where producers,
processors, marketers, the animal feed and human food industries, as well as public entities
and input suppliers are represented [5]. [46], as shown in Figure 2.
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Figure 2. Agricultural Maize Value Chain in Colombia.
Note: Source [23]

1.4. Price Determination and Dynamics in Agricultural Markets

Supply and demand are the two fundamental components of any market. The quanti-
ties of a good that consumers wish and are able to purchase are referred to as the demand
for that good. To demand means to be willing to buy, whereas to buy means to actually
carry out the purchase. Demand reflects an intention, while purchase constitutes an action
[11].

1.5. Price

Price is the number of monetary units (dollars, pesos, euros, etc.) that must be given
in exchange for a good or service. Economists refer to this as the monetary price [51].

2. Artificial Intelligence

Artificial intelligence (Al) is a field of study that formally emerged in 1956 during
the Dartmouth Conference, where the possibility was raised that machines could imitate
reasoning processes similar to those of humans [8]. Since then, its purpose has been
the handling, processing, and analysis of data in order to develop systems capable of
performing tasks that traditionally require human intelligence. Among its most notable
applications are robotics, expert systems for decision-making, image and text recognition
and processing, as well as the development of autonomous agents in various productive
sectors [47]. Al can be generally understood as the ability of a machine to simulate human
cognitive functions such as learning, perception, reasoning, and problem solving [49].

Within this broad field lies machine learning (ML), which constitutes one of its most
dynamic and rapidly developing branches in recent decades. Unlike Al in a general sense,
ML focuses on the construction of algorithms capable of learning patterns directly from
data.

2.1. Machine Learning

Among the existing Artificial Intelligence techniques, an important category known as
Machine Learning (ML) corresponds to a set of algorithms capable of performing complex
tasks by identifying non-trivial relationships within data for descriptive or predictive
purposes [7].

Machine Learning techniques can be defined as a set of methods capable of automati-
cally detecting patterns in data [45]. This concept of Machine Learning includes the use of
detected patterns to make predictions or to support other types of decision-making under
certain levels of uncertainty, which, according to [34], reduces the human effort required to
apply learning.
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Machine Learning techniques are applied within the context of data mining, which is
the process of the “non-trivial extraction of implicit, previously unknown, and potentially
useful knowledge from data” [25]. According to [41] and [16], data mining refers to the
process of “automatic discovery of interesting and non-obvious patterns or models hidden
in a database, which have great potential to contribute to key business aspects.” Data
mining is “a data exploitation mechanism consisting of the search for valuable information
in large volumes of data,” according to [21].

There are two types of machine learning algorithms: supervised and unsupervised.
Supervised learning is used when there is knowledge of the desired outputs, and a training
process is carried out to obtain those outputs. On the other hand, when information about
expected outputs is not available, clustering techniques that do not require supervision are
typically applied [44]. The former are primarily used to propose prediction-based solutions,
while the latter usually focus on description.

2.1.1. Predictive Machine Learning

Predictive Machine Learning refers to the application of algorithms capable of ana-
lyzing historical and current data to generate predictions about future events. Its main
objective is to identify patterns in data and use them to anticipate behaviors or outcomes
[53]. This approach is widely applied in business, healthcare, agriculture, finance, and
education, as it enables improved evidence-based decision-making [58].

2.1.2. Predictive Machine Learning — Classification Type

Predictive classification-based machine learning is used when the target variable is
categorical in nature, that is, when possible outcomes are grouped into discrete classes
or categories. Its main objective is to assign a label or class to each observation based on
the input features or attributes that describe it. To achieve this, classification algorithms
learn patterns and relationships from a labeled dataset, allowing them to generalize their
knowledge and correctly predict new observations. Among the most commonly used
models are logistic regression, decision trees, random forests, support vector machines
(SVM), and neural networks [27].

2.1.3. Predictive Machine Learning — Regression Type

Predictive regression-based machine learning is applied when the target variable is
numerical and continuous. Its purpose is to estimate future values based on past data [8].
This approach makes it possible to quantify relationships among variables and generate
projections that help anticipate behavior in real-world contexts. It is widely used to predict
product demand, financial asset prices, environmental pollution levels, or agricultural crop
yields, among other scenarios in which values vary over time or as a function of external
factors. Commonly used algorithms include Linear Regression, Ridge Regression, Lasso,
Regression Trees, Gradient Boosting, and Deep Neural Networks.

2.1.4. Fully Connected Neural Networks (FCN)

Fully Connected Networks (FCNs), also referred to as dense networks, constitute one
of the most representative architectures in deep learning. Their structure is based on each
neuron in one layer being connected to all neurons in the subsequent layer, which ensures a
complete flow of information [61]. This characteristic enables them to model highly complex
relationships among input variables, which is why they are frequently used in classification,
regression, and pattern recognition tasks [39]. From a computational perspective, each
layer performs a linear transformation of the input values through a weight matrix and a
bias vector, followed by the application of a nonlinear activation function [56]. This process
endows the model with the ability to learn nonlinear representations and approximate
complex functions.
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2.1.5. Recurrent Neural Networks (RNN)

Recurrent Neural Networks (RNNs) are a type of neural network specifically designed
for processing sequential data, such as time series, text, speech, or biological sequences
[56]. Unlike Fully Connected Networks (FCNs), RNNs incorporate recurrent connections
that allow them to retain and use information from previous states while processing new
inputs.

This characteristic endows them with the ability to model temporal and contextual
dependencies, which is essential in tasks where the order and relationships among elements
in a sequence determine the meaning or dynamics of the phenomenon under analysis [19].
For example, in the case of text, the interpretation of a word depends on the preceding
words; similarly, in a time series, future values largely depend on past patterns.

2.1.6. XGBoost (Extreme Gradient Boosting)

XGBoost is a supervised learning algorithm derived from the gradient boosting tech-
nique and has become one of the most widely used methods in the field of machine learning
for regression and classification problems. Its foundation lies in the construction of an
ensemble of decision trees generated sequentially, where each new tree aims to reduce the
residual errors produced by the previous trees [33]. In this way, by combining multiple
weak learners, the model becomes a highly powerful and accurate classifier or regressor.

One of the most relevant characteristics of XGBoost is its computational efficiency.
The algorithm was designed to make intensive use of hardware resources, incorporating
optimization techniques such as cache-aware memory usage, parallel processing, and
branch pruning without significant loss of accuracy [13]. In addition, it includes L1 and
L2 regularization mechanisms, which help control model complexity and mitigate the risk
of overfitting, distinguishing it from more traditional boosting methods. Mathematically,
XGBoost optimizes an objective function that combines prediction error with a penalty
term for model complexity.

2.1.7. LightGBM (Light Gradient Boosting Machine)

LightGBM, developed by Microsoft, represents an evolution of gradient boosting
methods, specifically designed to address the challenges of scalability and speed posed by
large-scale datasets [37]. Like XGBoost, it is based on the construction of multiple decision
trees that are aggregated sequentially; however, it introduces methodological innovations
that make it a highly efficient tool in big data contexts [37].

One of its main distinguishing features is the use of the histogram-based learning tech-
nique, through which continuous values of predictor variables are grouped into intervals
or “bins,” significantly reducing the computational complexity of calculating splits at tree
nodes. This not only accelerates the training process but also reduces memory consumption,
which is crucial when working with massive data volumes [55].

3. Optimization Metaheuristics

Optimization is the discipline concerned with finding the inputs of a function that
minimize or maximize its value, which may be subject to constraints [50]. Optimization
problems can be classified according to different factors such as their complexity, the
presence or absence of constraints, their static or dynamic nature, linear or nonlinear formu-
lation, and whether they are single-objective or multi-objective, among others. Regarding
search techniques, these can be classified based on whether they guarantee obtaining the
optimal result (exact techniques) or, alternatively, whether they allow the attainment of
solutions close to the optimum (approximate techniques) [2].

Considering that combinatorial optimization consists of finding the best (optimal)
solution among a finite set of alternative solutions, although exact techniques guarantee
obtaining the optimal solution for any type of problem, they require a high computational
cost. That is, to obtain the best solution, the required time grows exponentially with the
size of the problem, and in some cases it becomes impossible to find it due to the time
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demanded. This has led to the emergence of techniques known as metaheuristics [4], which
are high-level search procedures that apply one or more rules based on some source of
knowledge in order to efficiently explore the search space [29].

There are different ways to classify and describe metaheuristics [59]. Depending on
the selected characteristics, different taxonomies can be obtained: nature-inspired and non-
nature-inspired, with or without memory, with one or multiple neighborhood structures,
trajectory-based and population-based. Trajectory-based metaheuristics are those that
use a single solution during the search process, and the result is also a single optimized
solution. Trajectory-based metaheuristics include hill climbing (HC), simulated annealing
(SA), tabu search (TS), greedy randomized adaptive search procedures (GRASP), variable
neighborhood search (VNS), and iterated local search (ILS) [4].

The main population-based metaheuristics include genetic algorithms (GA) and evo-
lutionary algorithms (EA), scatter search (SS), path relinking (PR), ant colony optimization
(ACO), particle swarm optimization (PSO), estimation of distribution algorithms (EDA),
and differential evolution (DE) [1;42].

Multi-objective metaheuristics can also be classified into trajectory-based methods
and population-based methods. Trajectory-based methods include Pareto Archived Evo-
lution Strategy (PAES) and Multi-Objective Simulated Annealing (MOSA), among others
[3]. Population-based metaheuristics include Multi-Objective Tabu Search (MOTS), the
Non-dominated Sorting Genetic Algorithm II (NSGA-II), Pareto Simulated Annealing
(PSA), Single-Front Genetic Algorithm (SFGA), Strength Pareto Evolutionary Algorithm
(SPEA /SPEA2), and Pareto Envelope-based Selection Algorithm (PESA /PESA-II). Some
authors have also proposed hybrid approaches that combine aspects of two or more meth-
ods, such as Genetic Tabu Search (GTS), Multi-Objective Genetic Local Search (MOGLS),
Multi-Objective Pareto Archived Evolution Strategy (M-PAES), multi-objective simulated
annealing, and Multi-Objective Simulated Annealing and Tabu Search (MOSATS) [4;43].

3.1. Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO), introduced by [38], is inspired by the collective
behavior observed in biological groups such as flocks of birds or schools of fish. This method
is based on swarm intelligence and operates through the interaction of multiple agents
(particles) that move within a solution space, influenced both by their own experience and
by that of the group. Each particle updates its position by modifying its velocity according
to two key influences: its personal best historical position (pbest) and the best position
found by the group (gbest). This iterative process enables efficient exploration of the search
space, achieving stable convergence in problems characterized by multiple parameters and
high nonlinearity.

3.2. Cuckoo Search Algorithm (CS)

The Cuckoo Search (CS) algorithm, developed by [60], is inspired by the peculiar
reproductive strategy of certain cuckoo species that lay their eggs in the nests of other
birds, thereby increasing the survival chances of their offspring. This method employs
what are known as Lévy flights, which allow long-range random movements and thus
enhance global exploration capability. From a theoretical standpoint, CS is based on two
fundamental mechanisms: evolutionary imitation, whereby nests containing less effective
solutions are replaced, and global search supported by Lévy walks, which favor non-local
jumps in the search space. This delicate balance between local exploitation and global
exploration enables the algorithm to avoid being trapped in local optima and to find
optimal solutions in complex optimization problems.

4. Decomposition Methods

Time series decomposition is a key component in the analysis of economic variables
that tend to be highly volatile, such as agricultural product prices. Its objective is to
decompose the original signal into components that are easier to interpret, which helps
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reduce noise, highlight hidden patterns, and improve the predictive capacity of models.
In this research, four decomposition methods commonly used to handle non-stationary
and non-linear time series have been integrated: EMD, SSA, VMD, and EWT. These
methods allow the maize price series to be decomposed into different modes or components,
thereby achieving a clearer and more structured representation that facilitates the predictive
modeling process.

4.1. Empirical Mode Decomposition (EMD)

Empirical Mode Decomposition (EMD), introduced by [33], is used to decompose
nonlinear and non-stationary signals into a set of functions known as Intrinsic Mode
Functions (IMFs). Each IMF represents an oscillatory component with a different frequency,
which facilitates the separation of noise, trends, and cyclical fluctuations present in the
original series. This procedure is based on an iterative process known as sifting, which
systematically extracts the modes of the signal by following the internal dynamics of the
data without the need to make parametric assumptions. In the context of agricultural
markets, EMD has proven to be highly effective in capturing abrupt fluctuations, stochastic
noise, and irregular patterns related to supply, demand, and external shocks, thereby
generating smoother signals that can be used in Machine Learning-based predictive models.

4.2. Singular Spectrum Analysis (SSA)

Singular Spectrum Analysis (SSA) is a robust technique for the decomposition and
analysis of nonlinear time series, developed by [30] as a mathematical tool capable of
extracting underlying structural components such as trends, periodic oscillations, and
random noise. Unlike other traditional approaches, SSA combines principles of singular
value decomposition and spectral analysis, enabling the reconstruction of complex signals
through their disaggregation into representative principal components.

This approach is particularly useful for series that exhibit smooth long-term patterns
and seasonal cycles, which are common in agricultural markets influenced by climatic,
seasonal, and global supply dynamics. Its application allows the deterministic structure of
the signal to be preserved, favoring the generation of reconstructed components that can
be used in predictive models.

4.3. Variational Mode Decomposition (VMD)

Variational Mode Decomposition (VMD), developed by [18], is responsible for de-
composing a time series into a predefined set of modes with specific frequency bands
through a variational optimization process. Unlike EMD, VMD prevents mode mixing,
resulting in more stable and mathematically well-controlled representations. Owing to its
regulated structure, it becomes a highly effective tool for capturing significant oscillations
in agricultural price behavior. This helps minimize noise and highlight cyclical patterns
that are crucial for price forecasting in highly volatile markets.

4.4. Empirical Wavelet Transform (EWT)

The Empirical Wavelet Transform (EWT), presented by [28], is based on the construc-
tion of adaptive wavelet bases derived from the empirical spectrum of the signal. Through
an automatic partitioning of the spectrum, this approach enables the extraction of specific
frequency components, which helps capture abrupt transitions and local structures over
time. EWT is particularly valuable for time series that exhibit structural changes and highly
dynamic behavior, such as agricultural prices influenced by factors including climatic
conditions, international demand, logistical aspects, and market events. Its application
enhances precise signal decomposition, generating components with high predictive value.

5. Methodology

This article is framed within a theoretical-conceptual methodology, aimed at the anal-
ysis, integration, and systematization of existing knowledge on time series decomposition
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methods, machine learning algorithms, and optimization metaheuristics applied to agricul-
tural price forecasting. A documentary research design is adopted, based on the review,
selection, and integration of relevant scientific sources, with the purpose of constructing a
conceptual model grounded in the main approaches, techniques, and analytical categories

identified in the specialized literature.

The research follows an analytical-synthetic method, consisting of:

*  Analysis, to decompose the literature into fundamental concepts (agricultural pro-

cesses, decomposition methods, machine learning, and optimization).

*  Synthesis, to integrate these concepts into a coherent theoretical framework that

supports the methodological design of the proposed hybrid model.

6. Results

Based on the methodological design adopted in this research, three key theoretical
axes that structure the analysis were identified: agricultural and commercial processes,
advanced methods for time series decomposition, and machine learning techniques. Table

1 presents a detailed summary of the results obtained.

Table 1. Theoretical Foundation Matrix

Theoretical Definition Authors Units of Analysis /
Subconcepts
Axes
1. Agricultural processes
2. Post-harvest activities
3. Economic activities
Set of productive and 4. Technical ac.tivities
economic activities that 2 ﬁi?ﬁgg;?hon
Agricultural trar.lsforr.n a.grlcultural nputs [14;22-24;48] 7. Management
Processes until their final 8. Storage
commercialization within the ’ !
agri-food chain 9. Quality co ntrol .
10. Productive chain
11. Links
12. Wholesalers
13. Retailers
14. Time series
15. Trend
16. Seasonality
Techniques that separate a g E}(I)iee
Decomposition time serlestmtto .eélletr;.efntary [18;18;20;26; 19. Signal
Methods components to identity 28;28;28;32;33;  20. IMFs
patterns and reduce noise 36] 21. EMD method
22. SSA method
23. VMD method
24. EWT method
Supervised learning models ;2 i‘;p f;:slis(f: ML
capable of identifying 27: Clagssiﬁcation
Predictive patterns an(.i generating [8], [9], [6] 28. Tree-based models
Machine futu];e P redlcthnls)lon h (XGBoost, LightGBM)
Learning Coptlnuous vanables such as 29. Neural networks (RNN,
price FCN)
Optimization among a finite set of [50], [29], [59], Optimization (PSO)
Metaheuris- alternative solutions [1], [3], [43], 31.Cuckoo Search (CS)
tics [38], [60]
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In accordance with the methodological structure of this study and with the objective of
ensuring coherence between the theoretical framework, key concepts, and the established
objectives, Table 2 presents the matrix that links the units of analysis, the related concepts,
and the specific objective.

Table 2. Matrix of Main Units of Analysis

Main Units of Analysis Associated Concept Authors / Sources
Price Monetary value of maize in whole- [11], [51]
sale markets
Time series l"l;zrsnporal observations of price val- [10]
EMD E.mplrlcal decqmposﬁmn into intrin- [32]
sic mode functions
SSA Singular spectrum decomposition [30]
VMD Variational mode decomposition [18]
EWT Empirical wavelet transform [28]
XGBoost / LightGBM models Boosting-based models for time se- 153 1577
ries prediction
Neural networks (RNN / FCN) ?ggfels inspired by biological neu- 1) 1507 15¢]
Cuckoo Search Metaheurlstlc optimization tech- [60]
nique
Particle Swarm Optimization (PSO) x;tlaeheurlstlc optimization  tech- [38]

7. Conclusions

The theoretical foundation presented has been essential for establishing the conceptual
and scientific axes capable of supporting the design of predictive models for price fore-
casting. By defining three conceptual axes: agricultural processes that shape productive
and market dynamics, advanced methods for time series decomposition, and machine
learning techniques focused on forecasting, a solid structure has been created that facilitates
understanding of the phenomenon under analysis and guides the adopted methodological
approach. Furthermore, by identifying and systematizing the derived units of analysis,
such as price, time series components, and the algorithms employed, coherence between
theory, experimental design, and the research objectives has been ensured.
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